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Fig. 1. cite2vec enables exploration of document collections via citation contexts: how people tend to use documents. Our interface
enables document usage exploration via user-prescribed concepts: here we show a 2D projection of words, where each word is
composed with the specified phrase “object detection” (left). Each document – shown as a disk – is positioned near words whose
phrase compositions best describe its usage, here taken as ”crowd object detection”. The user can add phrases (right) to compare
usage, resulting in new document projections, with the highlighted document taking on the more precise usage ”pedestrian trackers”.

Abstract— Effectively exploring and browsing document collections is a fundamental problem in visualization. Traditionally, document
visualization is based on a data model that represents each document as the set of its comprised words, effectively characterizing what
the document is. In this paper we take an alternative perspective: motivated by the manner in which users search documents in the
research process, we aim to visualize documents via their usage, or how documents tend to be used. We present a new visualization
scheme – cite2vec – that allows the user to dynamically explore and browse documents via how other documents use them, information
that we capture through citation contexts in a document collection. Starting from a usage-oriented word-document 2D projection, the
user can dynamically steer document projections by prescribing semantic concepts, both in the form of phrase/document compositions
and document:phrase analogies, enabling the exploration and comparison of documents by their use. The user interactions are
enabled by a joint representation of words and documents in a common high-dimensional embedding space where user-specified
concepts correspond to linear operations of word and document vectors. Our case studies, centered around a large document corpus
of computer vision research papers, highlight the potential for usage-based document visualization.

Index Terms—document visualization, word embeddings

1 INTRODUCTION

Document collections have been growing at a rapid pace in recent
years. The massive volume of documents in such areas as scientific
literature, news articles, and social media has necessitated visualization
techniques that enable user tasks such as understanding latent themes in
a corpus, seamlessly exploring document relationships, and discovering
documents of interest. In these forms of analysis a document is tradi-
tionally modeled by its underlying content, and in particular, the set
of words comprising the document. This can be seen in visualization
schemes that explore documents through 2D projections [11, 38, 42], or
those that convey themes in a corpus via topic models [15, 16, 27, 41].

These tools are built around a document model that characterizes
what a document is. A document can be represented in many different
ways, however, and a content-based document model may be unsuit-
able for certain tasks. For users who need to explore and discover
documents as part of the research process, such a model may fail to
capture the aspects of a document that are useful for this process – in
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particular, the common usage of a document, and how a document is
used. As demonstrated in previous studies [6, 19], users tend to seek
out documents for rather diverse uses – for instance in [6], journalists
often searched documents to provide evidence supporting their argu-
ments and overall story. In scientific literature, researchers often seek
papers used in specific ways, for instance as a dataset, benchmark, or
evaluation criteria. Document visualization based on usage thus has the
potential to greatly benefit users in the research process.

In this paper we introduce cite2vec – a method for exploring and
discovering document collections via document usage. To capture
document usage, we observe that the context in which one document
cites another tends to reflect how a document is used, namely, within a
document, people tend to cite other documents for very precise reasons.
cite2vec visualizes documents and words in a way that adheres to such
citation contexts, so that the user can explore and discover documents
in a usage-oriented manner. Our approach projects words that are
representative of documents into a 2D space, and subsequently projects
documents into this same space such that a document’s proximity to
a word indicates its manner of usage, while also preserving similarity
of document-to-document usage. More importantly, we allow the user
to interactively modify the document projections to their interests by
treating the 2D space as a way to specify concepts. Namely, the user
can specify arbitrary phrases that change the meaning of the projected
words: each word is composed with any of these phrases, or pairwise
phrase combinations, with documents positioned and encoded with
the word-composition that best characterizes its usage, as illustrated



in Figure 1 for an illustration. We also allow for the user to specify
documents themselves for composition, mixing words and documents
to best explore the space. Additionally, we allow for the 2D space to
take on the concept of analogies, where upon specifying a “document-
is-to-word” analogy, the 2D concept space represents potential analogy
completions. All forms of interaction dynamically filter documents and
modify document positions so that they best reflect the user-specified
concepts, allowing the user to compare documents by different forms
of usage, identify trends in concepts, and steer document exploration
through usage-based interaction.

To enable these tasks it is essential to have a model that integrates
words, and more generally arbitrary phrases, with documents, such
that document usage is faithfully represented, word representations are
semantically meaningful, and the above user interactions are naturally
supported. We achieve this by embedding both words and documents
into a common high-dimensional space by extending the powerful
word2vec model [30], originally designed to learn embedding spaces
which preserve word semantics. We show how to treat documents
as words via their citations, allowing us to jointly embed words and
documents in the same space. This allows us to capture document
usage by modeling a document as being predictive of the words sur-
rounding all of its citations. Notably, the embeddings in word2vec have
a demonstrated linear structure – the addition of two words’ vectors
results in a new vector whose closest word is semantically similar to
the composition of the words. This property enables the operations of
phrase/document composition and analogy specification, and drives the
dynamic exploration of documents.

To summarize, our two main contributions are a novel representation
of documents and words and how to use this for visualization:

• Data representation: We learn an embedding space of words and
documents that exhibits linear structure, permitting the semanti-
cally meaningful composition of words and documents.

• Visual interaction: We dynamically explore documents via user-
tailored concepts, enabled by the data representation.

We demonstrate the effectiveness of cite2vec by considering the explo-
ration of a large corpus of computer vision research papers. We detail
a case study of an experienced machine learning researcher who is in-
vestigating an unfamiliar subdiscipline of computer vision, illustrating
how our system allows the discovery of different types of research via
their usage. Secondly, we attended a computer vision conference to
demo our system to experts in the field, obtaining their feedback on our
system. Our case studies highlight the potential of cite2vec.

2 RELATED WORK

As our work is a citation context-driven manner of exploring documents
via 2D projections, we span two basic forms of visualization research:
document visualization, with an emphasis on 2D dimensionality reduc-
tion techniques, as well as citation network visualization. We discuss
these related works below.

2.1 Visualizing Document Collections
A traditional approach to visualizing documents is through project-
ing each document into a 2D space, where documents that are similar
in some sense are positioned close to each other in 2D. Document
similarity is typically defined via distances of a document-term vec-
tor space representation: each document is represented as a point in
a high dimensional space where each dimension is a term, and each
term’s contribution is proportional to its frequency in the document
– often weighted via the term frequency-inverse document frequency
(tf-idf) scheme. Dimensionality reduction schemes built on this rep-
resentation have been used for 2D document projection such as mul-
tidimensional scaling [42] and self-organizing maps [38]. Recently,
t-SNE [40] has proven a very effective means of visualizing structure
in high-dimensional data via a heavy-tailed probabilistic model, used
in document visualization in [9, 27], with recent extensions focused on
exploiting sparsity in document-term representations [23].

A single 2D projection of documents, however, may fail to capture
the multiple forms of similarities between documents. Hence, interac-
tion is necessary to assist the user in effectively exploring a document
collection. A common form of interaction is to allow the user to man-
ually position a small subset of documents into a 2D space, followed
by projecting the remainder of the documents. This can be seen in the
Least Squares Projection approach [33], which preserves document
similarity via Laplacian regularization, constrained by a small num-
ber of documents used as control points in the 2D space. Subsequent
approaches have extended this methodology, using hierarchical sam-
pling [32], locally-affine projections [24], and radial basis function
regression [2]. Such interactions, however, are inappropriate for docu-
ment discovery, as the user must know apriori how documents relate
in order to properly specify their 2D positions. The primary issue is
the representation: as our approach represents documents and words
in the same space, we may reason about documents via arbitrary word
phrases – this drives the dynamic projection of documents, providing
for more intuitive user interaction in discovering documents.

Topic models – in particular Latent Dirichlet Allocation (LDA) [5]
seek a more semantic and explainable representation of documents.
Here, a document collection – a document-term matrix – is represented
by a generative process that models each document as a distribution
over latent topics, and each topic is modeled as a distribution over words.
The topics capture informative yet discriminative themes that correlate
well with human interpretation [7]. Many visualization systems have
been built around topic models: TIARA [41] depicts time-varying topic
evolution via the ThemeRiver [20] metaphor, ParallelTopics [15] treats
topics as ordered dimensions in a parallel coordinates visualization,
HierarchicalTopics [16] performs agglomerative clustering on topics in
order to scale to large numbers of topics, and [31] visually compares
different document collections via topic (dis)similarities.

Interaction in topic models is mostly limited to exploring the learned
models, with different views of documents largely driven by the as-
signed topic distributions. Hence one major difference with our ap-
proach is that we enable the user to explore documents through arbitrary
word phrases, rather than with fixed topic distributions. This gives the
user flexibility in exploring the space – owing to our model’s capability
of preserving word semantics – instead of being tied to the given set
of topics’ words. It is possible to adjust the parameters in LDA to
allow for more expressive models, yet the number of topics and rep-
resentative words per topic have been shown to be difficult to set for
visualization purposes [16, 41]. Several approaches [9, 27] permit user
interaction in topic models to modify the underlying model optimiza-
tion, but these approaches change document relatedness indirectly via
model modifications, rather than using the model directly.

2.2 Citation Networks

All of the above approaches share the same form of document-term
representation, summarizing what a document is. Our approach instead
models a document from its usage via citation contexts. The structure
of document citations has been an active visualization area, used to
better understand trends in document collections, to assign a notion of
importance to certain documents, as well as understand topic lineage.
There have been many efforts to use citation networks to compute
statistics on document collections, such as the EigenFactor metrics [4],
which uses eigenvector centrality to rank journals based on citations
and journal importance.

These types of statistics enable the visualization of documents
through their citations. Citespace II [8] allows the user to visualize
documents via citation network graphs under different time windows,
as well as citation histories of articles. The analytics tool of [17] al-
lows one to explore a citation network via graph visualization of the
network, in addition to various network statistics, as well as the citation
contexts themselves. Metro maps [37] attempts to detect and visualize
dependency structures in citation networks, in order to provide the user
a lineage of documents for better understanding. Co-citation analysis is
performed in [43] to depict hierarchical relationships between papers.
Citation networks have also been used as part of visualizing literature
surveys [3], in order to visualize various statistics for a research area.
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Fig. 2. Overview of cite2vec: from a given document collection we resolve all document citations to unique identifiers, and jointly learn a semantic
embedding of words and documents. We then perform a 2D projection of the words and documents from the embedding, and allow the steering
of document projections via user-defined concepts. Here, the user specifies “face recognition”, resulting in each word being composed with this
provided phrase. Upon specifying “emotion” we observe a document change its projection due to a better word-phrase composition.

These approaches, however, tend to not use the actual document con-
tent as part of their visualization. A notable exception is the CiteRivers
system [21], which uses citation networks in conjunction with the actual
document content to visualize various aspects of document collections:
prominent journals, author evolution over time, and trendiness in doc-
uments. However, since CiteRivers models documents through their
underlying terms, it fails to take into account the rationale of docu-
ment citations. As a result, the representative use of documents is not
captured.

3 CITE2VEC OVERVIEW

cite2vec is largely motivated by an important rationale for users to
research document collections: find documents to use for a specific
purpose. We aim for document visualization that encodes such usage,
so that users can discover documents by how other people have used
them. With this in mind, we aim to support three basic user tasks:

T1: Present usage overview. The user should be able to compre-
hend themes in document usage to inspire more detailed explorations.

T2: Steer document exploration via usage. The language and
semantics by which people use documents should be the basis in how a
user interacts with documents.

T3: Compare document usage. The user should be able to discover
similarities/differences in how documents are used.

Figure 2 provides an overview of cite2vec, illustrating how we
achieve these tasks. The first step (A) of our method is to gather a
collection of documents, and resolve citations: a given document’s cita-
tions across all documents is replaced with a unique id. We aggregate
all documents into a single sequence of text and learn an embedding
over both words and documents (B), treating each document as a unique
word in the learning procedure. The embedding preserves word seman-
tics, word-document usage relationships, and inherits a linear structure,
all of which inform our visualization methodology.

In our visual interface, we first project (C) document-relevant words
from the high-dimensional space into 2D in a multi-scale manner so
that as the user zooms in, they can observe more detailed concepts (T1).
We next project (D) the documents, rendered as disks, into the space,
satisfying two objectives: documents remain close to relevant words,
and document-document similarity is preserved. We then utilize the
linear structure of the word embeddings to enable the user to modify
the document projections to their interests (T2). Upon specifying a
word phrase, each word in the 2D space is composed with the phrase,
and documents are positioned near words whose compositions best

reflect the document usage: first irrelevant documents are filtered (E),
and the relevant ones then move to their best composition (F), while
still respecting document structure. Note the cluster of documents near
human (E) spread out upon specifying “face recognition” (F), as these
documents are better described by more precise compositions with
this phrase. We allow the user to specify multiple phrases (G), such
that each word can take on the meaning of any one phrase or pairwise
combination of phrases, enabling the user to compare documents via
different types of usage (T3). Note that the particular document shown
changes its position upon specifying “emotion”, as “emotion database”
best reflects how the paper is used.

3.1 Dataset: Computer Vision Research Papers
In order to motivate and highlight our approach in subsequent sections,
we first describe the dataset we have used for our experiments. Our
document collection consists of the space of computer vision research
papers. Computer vision papers are a very rich document corpus
to explore usage. Research papers can be characterized in terms of
subdisciplines such as categorization, segmentation, and reconstruction,
different forms of visual data such as images, video, human pose, and
trajectories, techniques spanning heterogeneous research domains such
as optimization and machine learning, and other forms of use ranging
from datasets, evaluation, benchmarks, and code. The rapid pace of the
field thus necessitates researchers to discover documents for specific
reasons.

To form our dataset we have collected research papers from the
following computer vision conferences and associated years: IEEE
Conference on Computer Vision and Pattern Recognition (2003-2015),
IEEE International Conference on Computer Vision (2003-2015), Eu-
ropean Conference on Computer Vision (2000-2014), British Machine
Vision Conference (2003-2015), and IEEE Winter Conference on Appli-
cations of Computer Vision (2007-2016). In total, we collected 12,223
papers as pdfs, and for each we extract the raw text via a standard pdf
to text parser. We then employ ParsCit [10] on each text document
to extract its title, authors, year, the main text body, paper references,
and citations. As paper references are often slightly different across
documents, due to such factors as typos, differing authors, title abbrevi-
ations, or errors in ParsCit, we perform identity resolution by resolving
papers if the string edit distance of their titles is within a threshold, or
if the author last names and year of publication match. Though we
may erroneously identify different papers as the same, we have not
found this noise to have an impact on our approach. Last, we process
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Fig. 3. Illustration of the Skip-gram model for citations. The document
denoted by PID is referenced by two different documents (top and middle),
highlighted by its citation contexts in both documents. These contextual
words become associated with the document in the embedding space
(bottom).

each document’s main body and replace each citation with a unique
id, so that different documents which cite the same document are now
properly referencing the same id.

The output of this process is the concatenation of all documents’
main bodies, represented as one large stream of text. Note that we
discard the original document information, i.e. each sentence in the
dataset is no longer identified with its corresponding document. Instead,
the documents we aim to visualize are those which are cited in the
corpus – in our dataset, this amounts to a total of 71,314 documents.
Our objective is to learn a model over these documents via how they
are cited through surrounding citation text, in addition to learning a
model over all of the words in the corpus, so that we can build flexible
visualization schemes for exploring documents and their common usage.
We do so by learning an embedding over words and documents, which
we detail in the next section.

4 JOINTLY LEARNING AND PROJECTING WORD-DOCUMENT
EMBEDDINGS

To model citation contexts, we wish to jointly learn an embedding
over words and documents so that words and/or citations which co-
occur in sequential text neighborhoods remain close in the embedding.
This provides for a means of similarity between words, documents,
and word-document pairings. To this end, we employ the word2vec
model [30] in order to find such an embedding, a neural language
model which supports training from large amounts of text data. We
first provide an overview of word2vec’s Skip-gram model, and then
illustrate how we extend it to model documents via their citations.

4.1 Skip-gram Model
The Skip-gram model takes in a large sequence of words and assigns
a point in a high-dimensional space to each word, such that other
words in local neighborhood contexts remain close to this word in the
embedding space. The intuition is that each occurrence of a given
word should be predictive of the surrounding words in the text. More
specifically, suppose we represent our text data as a sequence of words
W = (w1,w2, ...,wn) with each word belonging to a pre-defined vocab-
ulary Vw of size nw. We associate word w 2Vw in the vocabulary with
a word vector in a d-dimensional space xw 2 Rd – this represents our
word embedding. We also associate a context vector x̂w 2 Rd for word
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Fig. 4. We show unigram distributions for words (left) and documents
(right), sorted by frequencies, showing representative words and docu-
ments from their vocabularies of size 44,752 and 18,832, respectively.
The discrepancies between their distributions necessitate a different
negative sampling scheme in the skip-gram model.

w. We would like a given word vector to be predictive of its surrounding
words’ context vectors, but not necessarily the word vectors – i.e. if the
context and word vectors were the same, then a word would be most
predictive of itself, however it is uncommon for a given word to appear
in its own surrounding words.

The Skip-gram model aims to find an embedding such that words
which co-occur are close in the embedding, while also ensuring that a
word is far from other words randomly drawn from some distribution P,
a process known as negative sampling. The distribution P is typically
taken as the unigram distribution over Vw (normalized word counts),
raised to a certain power, 3

4 in [30]. The objective of the Skip-gram
model is to maximize the following objective with respect to all word
and context vectors:

(1a)E =
nw

Â
i=1

Â
�cwccw,c6=0

⇣
log(s(xT

wi
x̂wi+c)) + N(xwi)

⌘
,

(1b)N(x) =
k

Â
j=1

Ew⇠P

⇣
1 � log(s(xT

x̂w))
⌘
,

where cw is the context window size, k is how many negative samples
to draw per word, and s is the sigmoid function s(x) = 1

1+exp(�x) .
The window cw determines how many surrounding context vectors
should be similar to the given word vector, while k determines how
many random context vectors should be dissimilar. Intuitively, the first
term encourages word-contexts that co-occur to have high likelihood,
and are consequently close in the embedding, while the second term
N encourages words to be sufficiently distinct from randomly drawn
contexts, and consequently far apart in the embedding.

4.2 Citations as Words
The Skip-gram model, as defined above, scans over the text corpus to
build the vocabulary Vw. We augment this model with a new vocabulary
Vd of nd documents which are cited by the document collection, in
order to learn an embedding over words and documents in the same
embedding space. We associate document d 2 Vd with both a vector
in the embedding space zd 2 Rd , and a context vector ẑd 2 Rd . We
may then run the Skip-gram model, as defined in Equation 1a, on the
corpus with respect to both Vw and Vd , simply treating citations as
unique words. Figure 3 illustrates this process, showing how citations
from different documents can result in diverse word associations. The
words surrounding all citations of a given document serve to uniquely
characterize the document by bringing these words closer to the docu-
ment in the embedding space, hence capturing the common usage of
documents. Note that this goes both ways: words become more distinct
via their associations with citations.

An issue with the original word2vec model for our setting is the
disparity between the separate word and document unigram distribu-
tions. Figure 4 shows the histograms for words and documents in
our computer vision document dataset, highlighting the substantial
differences. The primary issue lies in negative sampling: documents



are rarely used as negatives, hence words are not discriminative with
respect to documents. To rectify this, we sample uniformly over the
word unigram and document unigram distributions, denoted Pw and Pd ,
respectively. We modify the negative sampling N from Equation 1b as
follows:

N(x)=
k

Â
j=1

⇣
Ew⇠Pw

⇣
1� log(s(xT

x̂w))
⌘
+Ed⇠Pd

⇣
1� log(s(xT

ẑd))
⌘⌘

(2)

4.2.1 Implementation Details
In practice, we solve Equation 1a via stochastic gradient descent, ex-
tending the word2vec implementation1. We set the context window cw
to a fixed amount for words. The setting of cw is particularly impor-
tant: smaller window sizes capture syntactic regularities, while larger
window sizes forego this for broader, more semantic meanings [28].
For our dataset, the linguistics of computer vision research papers can
be quite dense, hence to adequately capture the underlying semantics
we require a somewhat large window size, which we set to 30 in our
experiments, though setting cw to 30±10 produced similar results.

For citations we dynamically adjust cw so that it expands to the
preceding, current, and subsequent sentences surrounding the citation,
similarly to [22]. This is based on the observation that a citation tends
to have high relevance to words in a large context. We also take care to
handle a block of citations, such that if one belongs to the neighborhood
context of a given word, it is considered a single word separated into
its constituent documents.

Following [30] we discard infrequent words and documents from
the corpus, setting the minimum threshold occurrence to 5 for both,
since it is challenging to find adequate representations with fewer
word/document frequencies. This results in vocabulary sizes of 44,752
and 18,832 for words and documents in our dataset, respectively. We
set the dimensionality of the embedding d to 150, though we found
embedding qualities to be comparable for d = 150±25. The negative
sampling size k is set to 6 following [30] for sampling from both the
document and word unigram distributions.

4.3 Embedding Properties

The learned embeddings of the words and documents exhibit several
useful characteristics. First, the learned word vectors carry the seman-
tics of the underlying words. We highlight this in Figure 5, where
we perform k-means on the word vectors for k = 300, and for each
cluster we show the 5 words with highest occurrence frequency over
the corpus. Similar to document-oriented models like LDA, some of
the clusters correspond to salient topics, such as tree structures, seg-
mentation characteristics, and facial features. However, the clusters
encompass a wider variety of semantics: authors, implementation use,
human activities, and lower-level semantics such as size and basic ge-
ometry concepts. These fine-grained semantics are essential in enabling
the user to meaningfully explore the embedding space, and extend to
the learned document vectors as well.

Furthermore, the embedding space inherits a linear structure [30]:
words in a given context neighborhood are in linear relationship with
each other with respect to the sigmoid function, in that the sum of two
word vectors is proportional to their log-product. Since the training
objective is to predict words in a local neighborhood, this implies that
the addition of two word vectors should remain close to any other
word in the neighborhood. This reasoning extends to document vectors,
enabling us to relate words and documents via simple arithmetic. This
allows the user to express arbitrary phrases via simple addition of the set
of words, in addition to document-word analogies, i.e. for words wa,wb
and documents da,db, we may express the analogy da : wa as db : wb
as satisfying za �xa ⇡ zb �xb. The embedding’s semantic and linear
properties support useful techniques for performing 2D projections of
documents and words, so that the user can interact with the embedding
in an expressive manner.

1https://code.google.com/archive/p/word2vec
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Fig. 5. We show clusters of words associated with the learned cite2vec
embedding. Note the diversity in the clusters: some refer to standard
computer vision topics, while others are more general semantic concepts
like animals, climate, and funding acknowledgments.

4.4 Word Projections
Given the embedding, we next wish to find a 2D projection over a
careful sampling of words. We sample words in such a way that:

• The words cover general themes found within documents.

• Words are semantically distinct from one another.

• The sampling of words is done in a multi-scale manner.

Notice that a straightforward sampling scheme such as k-means over
words can produce a diverse sampling, but the words may not be rep-
resentative of document usage. Instead, we utilize the joint document-
word embeddings to achieve these objectives by sampling words
through their proximity to documents.

More specifically, we first perform farthest point sampling of doc-
ument vectors. Namely, assuming that we have sampled i document
vectors Zi = (z1,z2, ...,zi), and given all document vectors Z, the i+1
document zi+1 2 Z/Zi is chosen such that its minimum distance to all
points in Zi is largest, namely zi+1 = argmax

z2Z/Zi

�
min

ˆz2Zi d(z, ˆz)
�
,

where d(·, ·) is cosine distance, a common distance measure for compar-
ing word embeddings [30, 36]. This provides diversity in the sampling
of documents. Next, for each document we select its representative
word as one closest to the document, measured via d, under several
constraints. If the closest word has already been sampled before, or its
string edit distance to an already sampled word is within a threshold,
set to 0.8 in our experiments, then we discard it and find the next closest
word. We repeat this process until a word satisfies these conditions.
We also restrict words to have a corpus frequency count of a certain
threshold, in our case set to 500, so that the sampled words are mean-
ingful to the user. We denote the resulting sampled word vectors as
the sequence Ws for s sampled words. Sampled in this way, words are
both semantically distinct and represent the diversity in the documents.

The next step is to perform a 2D projection of the sampled words.
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words.

We use the Barnes-Hut t-SNE
scheme [40] for this purpose,
which applied to Ws gives us
¯

Ws = (p1,p2, ...,ps) ⇢ R2. Fig-
ure 6 shows an example for 100
words, where each word is color
and opacity-mapped based on its
index: purple and opaque words
are sampled early, while green
and transparent words are sam-
pled late in the sequence. Note
how words are well-spaced with
respect to their order in the se-
quence. This highlights t-SNE’s
capabilities of pushing dissimilar
objects far away in the projection

space, better discrimination of similar words, and ultimately satisfying
our multi-scale sampling criterion.



4.5 Document Projections
In order to dynamically project documents that adhere to user interac-
tions, we treat the sampled words Ws as a means for a user to specify
concepts. The linear structure in the embedding permits us to represent
a document as a summation of word vectors, as well as document vec-
tors. We utilize this by having each word w 2 Ws take on the meaning
of a set of user-defined concepts, and project documents based on these
concepts. We represent each concept as a vector in the embedding
space, and denote the resulting set of vectors as C. Each vector encodes
three basic concepts: arbitrary phrases, documents, or document-phrase
analogies – we defer discussion on the specific ways user prescribe con-
cepts to the next section on cite2vec’s interface. Given the concept set
C, we interpret each word as taking on the meaning of itself composed
with any concept in C: w 2 Ws can be w+ c for c 2 C

0.
In projecting document vectors, we ensure that the word projections

¯

Ws remain fixed, and the document projections satisfy the following:

• Each document is projected close to its best matching word-
concept composition – the concepts effectively steer the document
projection.

• The geometric structure of the embedding space of the docu-
ments should be preserved as much as possible. This attempts to
preserve document-document relationships.

There are two key challenges in constructing such a projection. First,
straightforwardly applying a dimensionality reduction approach like
t-SNE with the fixed 2D word projections as hard constraints results
in non-metric composition-document constraints, since a single word
may have different concept compositions, depending on the document.
Secondly, we cannot exclusively rely on words to retain document-
document relationships in the projection, since the set of best matching
word-concept compositions may correspond to words that are far apart
in the 2D projection space. This is due to a document being potentially
represented by a diverse set of compositions.

To satisfy the first desideratum, we first find document zi’s 2D
word projection pi0 whose corresponding embedding vector wi0 best
composes with C, namely:

wi0 = argmin
w2Ws

✓
min
c2C

d(zi,w+ c)

◆
, (3)

and ensure that zi’s 2D coordinate qi is close to pi0 . This enforces
each document to be close to its best-matching concept composition –
notice that different documents can be assigned to the same word, but
composed with different concepts. To satisfy the geometric criterion,
we employ regularization with respect to the graph Laplacian of the
document embedding – a common form of regularization in preserving
geometric structure [44], enforcing each document to be a weighted
average of similar documents. This is similar to the Least Squares
Projection approach [33] and related techniques [34], however a major
difference is in the choice of control points: our joint embedding
permits us to select semantically meaningful 2D positions with respect
to the user-defined concepts.

More specifically, consider matrix P

0 2 Rnd x2 as the 2D projections
corresponding to each document’s nearest neighbor word, i.e. the
i’th row of P

0 is pi0 . We denote the document graph Laplacian as Dd ,
constructed through a k nearest neighbor-based affinity matrix between
document vectors, where we have set k = 7. The cosine distance d(·, ·)
is used as the distance measure, taken as the argument of a Gaussian
kernel to form the affinities. The documents’ 2D projections Q 2Rnd x2

are found by prescribing P

0 as soft constraints, while minimizing the
document Laplacian with respect to Q, leading to the following linear
system:

(Dd +aI)Q = aP

0, (4)

where a controls the influence of the word 2D projections, set to 10 in
our experiments. Intuitively, if each document’s projection is explicitly
assigned its closest word embedding’s 2D projection, then it is possible
for many documents to map to the same location. By enforcing a
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Fig. 7. Documents-as-concepts: the user prescribes all projected words
to be composed with the selected document (shown in the upper right),
and all documents are positioned to satisfy the concept composition.

Laplacian regularization, these points then disperse in the 2D space
in order to reflect the intrinsic geometric structure of the document
embedding.

5 EXPLORING WORD-DOCUMENT EMBEDDINGS

Equipped with a mechanism for projecting words and documents, we
now discuss our visualization interface for enabling the user to search
documents via their usage.

Word Exploration. We would like the user to interact with the
word projection in order to inspire further search as well as understand
word/document similarities through their spatialization. A challenge in
presenting words, however, is clutter. Note that the words are sampled
in a multi-scale manner, such that concepts become progressively more
specific the further in the sampled word sequence. We exploit this prop-
erty by enabling the user to pan and zoom in the 2D interface, such that
the number of words shown is a function of the zoom level. Although
very straightforward, this reduces clutter while gradually showing more
specific concepts as the user zooms, though more sophisticated word
layout techniques could be used [35].

Document Visualization. Given the words, our interface initially
shows a projection of the documents absent of any concepts, i.e. C =
/0 and documents are positioned near their best-matching words via
Equation 4. We represent each document’s 2D position with a disk,
sized proportional to the distance to its corresponding word, and assign
each disk a certain amount of opacity so that clusters of documents
become apparent via the accumulation of the disks’ opacities. We also
provide a document lens that shows information on those documents
whose 2D coordinates are inside of the lens’ disk, akin to excentric
labeling [18] and CiteRivers [21]. We also provide a Google link
to search for the document, allowing the user to read the document
and better understand its placement in the projection space. For our
computer vision dataset, document citations are not always research
papers, but can be project websites hosting code, data, or benchmarks
– our interface allows the user to quickly discover these resources by
searching the projection space.

Specifying a Concept. The above projection positions documents
based on their closest displayed word. However, as documents may
be used in many different ways, we would like the user to explore
document usage via the semantics in which other people cite documents.
We achieve this by allowing the user to specify an arbitrary phrase as
a concept, and assign a single vector to C as the summation of the
phrases’ word vectors, i.e. each projected word is now composed with
the phrase.

Given a phrase we first solve for the documents’ positions via Equa-
tion 4. We then filter out documents if their closest concept composition
has a large cosine distance – a threshold we set to 1 in all experiments.
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Fig. 8. Comparing concepts: the user specifies three coarse-level con-
cepts, enabling them to observe distinct themes based on the document
distribution and document assignment to concepts, while also discovering
words that share concepts.

This conveys to the user what concept compositions are appropriate for
the documents. We next animate the retained documents’ disks to move
from their current positions to the newly solved positions. In practice,
the retained documents tend to be initially clustered in a single region
of the space, but the animation will reveal a dispersion to a diverse
set of concepts due to better matching word-concept compositions –
see Figure 2. This allows the user to see the variety of ways in which
documents are used.

We also allow the user to specify documents themselves as concepts,
wherein each projected word is now composed with a document. We
support this via the document lens: we allow the user to anchor the
lens, and select the document title as a concept, assigning C as the
document’s vector. Documents embody a very rich set of meanings,
and in practice we find this to be a very useful way of specifying concept
compositions if the user is familiar with a document. Figure 7 shows an
example where the specified paper uses multiple concepts: optical flow,
motion, variational methods, and the projection yields papers where
these concepts are used in conjunction with human pose, as indicated
by the “kinematics” and “joints” words. Hence documents-as-concepts
enables the user to explore usage compositions with diverse meanings.

Comparing Concepts. In our interface we also allow the user to
specify multiple concepts – either phrases or documents – in order
to enable the user to compare document usage. More specifically,
upon specification of a new concept, we add it to C, in addition to all
pairwise combinations of concepts. This is done to enrich the space of
concepts, so that the user can discover finer-grained compositions that
characterize documents.

Given the new set C we again solve the Laplacian system of Equa-
tion 4. In our interface we strive to maintain continuity as a user adds
concepts. We achieve this by first filtering and animating the retained
documents as before, and then fade in documents that meet the dis-
tance threshold for the newly added concept. Furthermore, we assign
a unique color to each concept, and color each document based on
its best-matching concept, so that the user can distinguish documents
of different concept compositions. For pairwise combinations, we as-
sign the fill of a disk the color of one concept, and its stroke the other
concept’s color.

Figure 8 shows an example of comparing document usage via dif-
ferent concepts. The three concepts – categorization, reconstruction,
and segmentation – are dominant topics in computer vision, and as
shown documents are positioned and matched with concepts that are
fairly distinct with respect to the projected words. We can see, how-
ever, that all three concepts lie near “graphs”, and indeed it is quite
common for approaches in these three areas to use graphs as part of
their approach. Hence we see how concept comparison enables the
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Fig. 10. Analogy concepts: the user may specify the first part of a
document:word analogy (shown on top), resulting in a new document
projection such that a document’s proximity to a word indicates their likely
completion of the analogy.

user to discover distinct regions of usage, as well as usage overlap, in
exploring documents.

Exploring Analogies. We also enable analogies to be specified as
concepts. In our interface, the user specifies the first part of an analogy
in the form of a document:word pair. We form a concept vector from the
analogy as the difference between the word and document, assign to C

this vector, and find new document positions via Equation 4, similarly
filtering and animating documents as discussed above. The projected
words now take on the concept of analogy completions: a document’s
proximity to a word indicates the completion of the second half of the
analogy.

As analogies may not always be obvious for a user to spec-
ify, we have devised a simple method of analogy suggestion.

summarization :

social :
clips :

egocentric :

Automatic editing of footage
from multiple social cameras

Fig. 9. Example analogy sug-
gestion.

Upon selecting a document, we find a
small number of representative words,
such that their nonnegative linear com-
bination of vectors is close to the doc-
ument vector. We find these words and
their weights via nonnegative sparse
coding [39], which will produce a
sparse representation of a document via
its words, often finding rather diverse

concepts. In our interface, we show the representative words, and their
weights, as a tooltip below the selected document, as shown in Figure 9.
From this, the user can select a word to form the analogy concept.

Figure 10 shows an example of analogical exploration. The user-
supplied analogy is shown on top, and in the projection space, each
paper’s proximity to a word indicates its likelihood of completing the
analogy. In this example, the supplied analogy conveys approaches
focused on object segmentation that use trajectory data, hence the
underlying analogy is: segmentation approaches which use a certain
type of data. Analogy completions lead to the discovery of object
segmentation approaches which use superpixels as data, centered at
the superpixel word. We observe that analogies can explain document-
word relationships by example, leading to richer discovery of concepts
in the document collection.

Enabling Interactivity. All of the above operations rely on an
interactive means of updating document projections. Note that in
solving for Equation 4 we only need to update each paper’s closest
composed word, i.e. only the right hand side of the equation. Hence as
a preprocess, we factorize (Dd +aI), so that at runtime we can quickly
perform back-substitution with the new P

0. This results in low latency
as a user edits concepts, at most a couple seconds even for a modest
number of concepts, i.e. 4-5.
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Fig. 11. We show use cases for exploring document usage via multiple phrase compositions. In (a) we highlight how standard domain-specific
phrases lead to basic document usage, namely techniques and data that are used by such documents. In (b) we highlight how the phrase “theory”
leads to papers that are naturally theoretically-based, a concept that would be difficult to discover via the papers themselves, but becomes apparent
in observing citation contexts.
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Fig. 12. We show how a non-technical phrase, user interaction, leads to
different techniques that use interaction as part of their approach, here
highlighting interactive segmentation techniques.

6 EXPERIMENTS

We first highlight the various aspects of cite2vec through some simple
use-cases. We then perform two separate case studies: a detailed study
in which a person is researching an unfamiliar research area, and a
broader study in which we allow participants of a computer vision
conference to demo our system.

6.1 Searching Computer Vision
In Figures 11(a) and (b) we show the benefits of specifying multi-
ple phrases for document exploration. In Figure 11(a) we seek ap-
proaches which use the technique of random forests, as well as those
approaches that process depth-based data. We highlight a case where
the combination of these phrases composes with “kinect” in the word
projection, leading to a paper focused on pose estimation from sin-
gle view-depth acquisition devices (i.e. such as the Microsoft Kinect)
using random forests, shown as the disk filled in red and outlined in
blue. In Figure 11(b) we seek approaches which process trajectories,
as well as approaches deemed theoretical. As shown, we discover a

paper (“ROML” in the figure) that is focused on trajectory-based data –
image sequences – but is also using concepts from low-rank modeling
and providing theoretical bounds on their approach. Concepts such
as “theory” are difficult to represent in document-based approaches,
since the language of a theory paper is fairly technical and distinct. Our
citation-driven approach, however, can easily tease this out since it is
common for a theory paper to be cited as such by other research papers,
as people tend to be specific on the nature of a citing paper’s research
contributions.

We can also search documents via non-technical phrases, where in
Figure 12 we wish to see if people cite documents because they have
an element of user interaction. We observe that the resulting projection
leads to a number of interactive techniques focused on segmentation.
Indeed, we end up finding a number of segmentation methods that
employ user interaction, in particular methods which employ graph-
based techniques, as evident by the surrounding words.

6.2 Case Study: Researching Weak Supervision
In this case study we have a fellow researcher, whose expertise is in ma-
chine learning, use our system to research an unfamiliar subdiscipline:
weakly supervised learning techniques in computer vision. The user is
interested in finding related research to weak supervision methods, as
well as more detailed techniques to weak supervision which use deep
learning methods.

Upon searching for the phrase “weak supervision”, the user found
several interesting patterns. First, several distinct document clusters
formed over particular word sets: domain adaptation, attributes, and
boosting techniques. The researcher confirmed that each of these
concepts are highly related to weak supervision, which highlights the
fact that cite2vec is capable of grouping similar concepts based on
the context in which these documents are cited. In this case, citations
pertaining to weak supervision co-occur with these other subdisciplines.

Upon finding the attributes word and the collection of papers from
the weak supervision search, the user then decided to do a new search
with “attributes” as one phrase, as well as “convolutional neural net-
works” as another phrase, as he was interested to see if there existed
any prior work which used these concepts. Under the word for aes-
thetics, the user found a paper devoted to learning clothing style from
attributes and convolutional neural networks. The user was unsure if
any work had been done which combined the two, but was pleased to
find this particular paper, placed in a semantically meaningful portion
of the space, i.e. aesthetics composed with attributes and convolutional



neural networks. This demonstrates the capability of our method in
discovering complex compositions of concepts.

6.3 Case Study: General Usage
In our second case study, we attended the 2016 IEEE Winter Conference
on Applications of Computer Vision (WACV) as an exhibitor in order to
demonstrate our system. Our goal was to elicit more general feedback
from a broad audience, where the attendees all have a certain level of
expertise in some area of computer vision. We asked each participant
to input a phrase of choice into our system, and explore the resulting
document projections tailored to their research interests. At the time of
attendance, our system only provided support for word compositions;
nevertheless, we feel that the feedback is reflective of our general
approach. In total, we had 21 attendees demo our system, each spending
on average about 5 minutes with our system.

Overall we received encouraging feedback from the conference
attendees. Several attendees acknowledged the challenges in keeping
up with the rapid pace of computer vision publications, recognizing
the need for more advanced systems that are easier to use than current
technologies, for instance Google Scholar, are necessary to search for
papers, and found our system to be a better means of searching than
such conventional techniques. One attendee remarked that traditional
means of searching for papers, in particular via citation count statistics,
can potentially bias the research direction of the community, and found
our system to be a potential alternative.

The attendees used a wide variety of phrases to explore the document
space. Some were more traditional computer vision topics, such as key
pose, fine grained classification, photometric stereo, and visual tracking.
In these cases, attendees found our composition interface comprehensi-
ble, and remarked that the resulting paper projections generally made
sense with respect to their associated word-phrase compositions, with
one attendee mentioning that the system could be used to “construct
references for a paper.” Other attendees used more unconventional
or specific phrases: iris, transportation, hardware. Yet the resulting
composed document projections made sense to the attendees: in these
cases returning results on biometric systems, outdoor scenes and roads,
and documents related to code and efficiency, respectively, with the iris
search prompting the attendee to state that the system was “very useful”.
In particular, the user who searched for hardware found a number of
documents centered around the deep learning portion of the projection
space, and was happy to see various software packages that support
deep learning methods (i.e. Caffe, Theano, Torch, etc..).

Interestingly, several attendees searched for the last name of authors
in our system. Note that in our citation-based approach, authors will
only appear if they are explicitly mentioned in the text, whether or
not they are mentioned near specific citations. However, in all cases,
the resulting projections were intuitive to the attendees: not only did
papers appear whose author lists contained the author, but other papers
showed whose research areas overlap with the author’s interests. We
found these results to be very encouraging, suggesting the quality of
the learned embeddings and effectiveness of our interface.

7 DISCUSSION

Our experiments showcase the effectiveness of our system and its
potential efficacy. However, we see a number of limitations with our
approach, many of which are motivated by our case studies.

7.1 Inclusion of Meta-data
As observed by the researcher in the detailed case study, one limita-
tion of our approach is that it is not particularly effective for finding
so-called “hubs” in certain subdisciplines, e.g. well-established and
prominent documents. Although the researcher found cite2vec to be
very effective for general search, he found the interface somewhat over-
whelming if one wants to find papers deemed important. Measures
of importance are frequently derived through meta-data in document
collections, e.g. in research papers one can use citation counts as a
basic statistic. Supporting such a feature, however, is ultimately user-
dependent; as mentioned in the WACV case study, one attendee found
a potential risk in prioritizing search based on this. Nevertheless, we

think that it should be possible to incorporate such an importance-based
feature as an option for our system.

In the WACV case study, we received much feedback on the incor-
poration of other forms of meta-data into our approach. These consist
of authors, publication venues and publication years. We think that
our base system can be made into a much richer visual analytics tool
by incorporating such meta-data, allowing for the user to filter papers
based on these fields, in conjunction with our proposed method for
searching. Alternatively, another option is to include such meta-data
into the embedding itself, and learn vector representations of authors,
venues, even years, based on citation contexts. This could provide for a
rich semantic meaning of such concepts.

One WACV attendee observed that it would be nice to have the sys-
tem adapt to the user behavior by learning from user interactions. We
find such an approach very promising, in particular for the correction
of any false positives found by the user. We think that recent word
embedding approaches which learn from side information [29] can be
used in conjunction with user feedback, to interactively build better
neural language models for document collections.

7.2 Data Requirements and Scalability
A limitation of our approach is the dependency on a sufficient number
of citation contexts in modeling documents – e.g. a newly published
paper is unlikely to have sufficient citation evidence to be incorporated
into the embedding. It could be interesting to combine traditional topic
models, like LDA, with our technique to address the citation-scarcity
issue. On the other side of scalability, although our approach scales
well to 20,000-30,000 documents, past this our approach has issues in
maintaining interactivity in dynamic document projections, especially
as the number of user concepts increases. However, we think hashing-
based schemes [12] can help in finding approximate nearest neighbor
word-concept compositions in an efficient manner.

7.3 Embeddings for Visualization Tasks
We think that word embeddings, in a more general sense, have a role
in other areas of visualization - not even necessarily just text. One
can view word2vec as an unsupervised learning scheme for predicting
context. Recent approaches in computer vision [14,26] have capitalized
on this for learning good visual representations, using either spatial
context or visually grounded context as supervisory signal. It should be
possible to apply these ideas to various avenues of visualization where
some form of context can be defined, such as graph layouts [25] or
visual palettes [13], leading to useful data representations that provide
effective ways of interacting with data.

8 CONCLUSION

We have presented a novel method for modeling and exploring doc-
uments via their citation contexts. Our approach, cite2vec, permits
the user to explore citation-based meanings of documents, allowing
the user to express word/document compositions and document:word
analogies in a 2D projection space, tailoring the projection of docu-
ments to the user’s interests. This is enabled via learning an embedding
space in which both words and documents exist, where proximity of
words and/or documents reflects their underlying semantic similarity,
determined via word/document co-occurrences in local context win-
dows of unstructured text. Our experiments demonstrate the promise
of our approach for document exploration.

For future work, we would like to incorporate time into our model
in order to understand how word/document semantics change as a func-
tion of time. As citation contexts play the essential role in document
representations, visualizing the contexts, as well as prioritizing contexts,
would be useful to incorporate, leveraging tools such as Serendip [1].
We also intend to incorporate the feedback obtained via our case studies
in order to build a visual analytics tool that supports a diverse range of
functionality in exploring document collections.
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